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CONS P EC TU S

M olecular mechanics methods can efficiently compute the macroscopic
properties of a large molecular system but cannot represent the

electronic changes that occur during a chemical reaction or an electronic
transition. Quantum mechanical methods can accurately simulate these
processes, but they require considerably greater computational resources.
Because electronic changes typically occur in a limited part of the system, such
as the solute in a molecular solution or the substrate within the active site of
enzymatic reactions, researchers can limit the quantum computation to this
part of the system. Researchers take into account the influence of the
surroundings by embedding this quantum computation into a calculation of the whole system described at the molecular
mechanical level, a strategy known as the mixed quantum mechanics/molecular mechanics (QM/MM) approach.

The accuracy of this embedding varies according to the types of interactions included, whether they are purely mechanical or
classically electrostatic. This embedding can also introduce the induced polarization of the surroundings. The difficulty in QM/MM
calculations comes from the splitting of the system into two parts, which requires severing the chemical bonds that link the
quantum mechanical subsystem to the classical subsystem. Typically, researchers replace the quantoclassical atoms, those at the
boundary between the subsystems, with a monovalent link atom. For example, researchers might add a hydrogen atom when a
C�C bond is cut.

This Account describes another approach, the Local Self Consistent Field (LSCF), which was developed in our laboratory. LSCF
links the quantummechanical portion of the molecule to the classical portion using a strictly localized bond orbital extracted from a
small model molecule for each bond. In this scenario, the quantoclassical atom has an apparent nuclear charge ofþ1. To achieve
correct bond lengths and force constants, we must take into account the inner shell of the atom: for an sp3 carbon atom, we
consider the two core 1s electrons and treat that carbon as an atom with three electrons. This results in an LSCFþ3 model.
Similarly, a nitrogen atomwith a lone pair of electrons available for conjugation is treated as an atomwith five electrons (LSCFþ5).
This approach is particularly well suited to splitting peptide bonds and other bonds that include carbon or nitrogen atoms.

To embed the induced polarization within the calculation, researchers must use a polarizable force field. However, because the
parameters of the usual force fields include an average of the induction effects, researchers typically can obtain satisfactory results
without explicitly introducing the polarization. When considering electronic transitions, researchers must take into account the
changes in the electronic polarization. One approach is to simulate the electronic cloud of the surroundings by a continuum whose
dielectric constant is equal to the square of the refractive index. This Electronic Response of the Surroundings (ERS) methodology
allows researchers to model the changes in induced polarization easily. We illustrate this approach by modeling the electronic
absorption of tryptophan in human serum albumin (HSA).
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1. Introduction
The understanding of the role of biomacromolecules

(polypeptides, enzymes, nucleic acids) usually requires the

knowledge of their electronic structure, of their geometry,

and often of their reactivity. This knowledge can only be

reached by means of quantum chemical computations. The

main challenge, from a quantum chemist's point of view, is

their size: often thousands of atoms and their treatments by

means of standard quantum chemical codes are still unrea-

listic. Special computational strategies have to be devised to

get the information of interest in such very large systems.

This field is at the present time the object of numerous

methodological approaches which witness the importance of

the question, and several reviews or general papers, focused

on various aspects of the problem, have been published.1�5

Some recent methodological developments, known as

linear scaling,6�9 made quantum computations affordable

on moderately large molecular systems. However, macro-

molecular systems or solutes are also characterized by an

inherent flexibility, showing the possibility to assume differ-

ent conformations with almost equal weights. Such systems

therefore are usually treated bymeans ofmolecular dynamics,

following the Born�Oppenheimer or the Car�Parrinello10,11

schemes.

The knowledge of the electronic properties of the whole

molecule is not always required to understand the chemical

behavior of a large molecular system. The chemically inter-

esting part can be a solute in a solution, a local defect, the

active site of an enzyme, or a local chromophore. The rest of

the system cannot be discarded, as it interacts with the

center of interest by means of mechanical constraints,

electrostatic, and induction interactions. The simplest idea

is to perform an embedding of the interesting chemical part

into its surroundings treated by means of a less demanding

method, that is,molecularmechanics. Thisgives rise toa family

of treatments known under the generic name of Quantum

Mechanical/Molecular Mechanical (QM/MM) methods.1 The

empirical force fields ofmolecularmechanics (MM)12�14 allow

the computation of the energy variations of systems following

geometry changes. Somemore elaborate force fields include a

polarizability term which takes explicitly into account the

contribution of the induction energy.15,16

Within the framework of this methodology, the wave

function, energy, and energy derivatives are obtained with

the help of a general Hamiltonian which can be written as

H ¼ HMM þHQM þHQM-MM (1)

The usual Fock or Kohn�Shamoperators derive from this

Hamiltonian.
The interactions occurring can be divided in two kinds of

contributions: steric (geometric constrains) and electrostatic.

The steric contributions contain the nonbonded van der

Waals interactions between MM and QM atoms and, when

the MM and the QM parts are chemically bonded, the

variation of the bonded terms. When the HQM‑MM operator

represents only this kind of contributions, one speaks of

mechanical embedding.2 The electrostatic contributions

are mainly the Coulomb interactions between the point

charges defined on theMMatoms by the force-field and the

electrons and nuclei in the QM region. This constitutes the

so-called electrostatic embedding.2 Most of the QM/MM

methods, even the modified IMOMM one,17 consider this

embedding to be enough for a correct description of the

system.

If the electrostatic properties of the MM part are allowed

to change under the influence of the changes of local electric

field, one faces the polarization embedding.2 One has to note

that the MM point charges are derived in order to reproduce

condensed phase properties; that is, they are adjusted in

such a way that one can consider that they contain an

average of the induction interaction. This is the reason

why the electrostatic embedding is generally considered

without the polarization refinement. However, when the

QM part undergoes a severe electronic rearrangement such

as an electronic transition, the charge distribution of theMM

fragment should be allowed to adapt itself to this new

situation; in this case, the polarization embedding becomes

crucial. To treat such effects, one could describe theMMpart

by using the so-called polarizable force fields that require a

more important computational cost. An alternative solution,

particularly efficient in the case of electronic transitions, will

be described later in this Account.

In such a framework, apart from the case of solutions in

which the solute can be considered as not chemically

bonded to the solvent, the use of QM/MM methods poses

the problem of the treatment of the chemical bonds be-

tween the quantum and the classical subsystems. A large

variety of strategies have been proposed to allow such

dichotomy to be as chemically meaningful as possible, and

the detailed expression of the term may vary from one

method to another. In this Account, a particular emphasis

on the Local Self Consistent Field (LSCF) method developed

in our group is given together with original illustrative

results.
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2. HybridMethods for Electronic Properties of
the Active Part of a Macromolecule

2.1. The Link or Connection Atom. The simplest idea to

separate a chemically significant group of atoms from the

macromolecule is to cut covalent carbon�carbon single

bonds and to saturate each dangling bond by a hydrogen

atom called link atom. The first attempts to performQM/MM

computations were built upon this link atom process.18,19

Special care is required to parametrize these bonds as

well as the electrostatic properties of the classical atoms

bonded to the quantum part.18 Energy and energy deriva-

tives are then readily computed, and the method allows

geometry optimizations and molecular dynamics.

The use of hydrogen link atoms is quite popular, espe-

cially when the separation between the subsystems is done

by cutting carbon�carbon single bonds, such as the CR�Cβ

bonds in proteins. The presence of link atoms introduces

some distortions in the electric field (overpolarization) and

some unphysical degrees of freedom which have to be

corrected,20 especially when energy derivatives are needed,

for geometry optimizations or molecular dynamics.

To overcome the difficulty introduced by the hydrogen

link atom which is located in between the actual carbon

atoms of the bond to be cut, the use of an adjusted connec-

tion atom, located at the place of the first classical atom, has

beenproposed.21 Theproperties of this connection atomare

adjusted in such a way that the bond with a neighboring

carbon atom belonging to the quantum subsystemmimics an

actual C�C single bond. Regarding the classical subsystem, this

atom is assumed tobehave likeanyother similar carbonatom.

Several other strategieshavebeen introduced toovercome the

inconveniences of the original link atom scheme.22�24

An alternative ab initio methodology takes advantages

of the pseudopotential theory by adjusting the properties of

a pseudocarbon or pseudofluorine atomwhich replaces the

actual carbon atom at the boundary position on the MM

subsytem;23,24 another related approach deals with “effec-

tive group potentials”,25 or balanced redistributed charges.26

2.2. Frozen Density Approaches. As early as 1976,

Warshel and Levitt27 proposed a semiempirical scheme

involving a hybrid orbital engaged in the bond between

the quantum and the classical parts of the system. The bond

between the quantum and the classical part can be de-

scribed by a strictly localized bond orbital (SLBO), that is, a

localized orbital free of localization tails28 hosting two

electrons. In the LSCF scheme,29 the localized orbital is

extracted from a model small molecule, computed at the

same level of theory, and incorporated into the QM/MM

scheme. This tool, initially developed at the semiempirical

level,30 has demonstrated its efficiency in several applica-

tions such as the study of a peptide enzyme hydrolysis.31

The localized molecular orbital representing the bond

joining the subsystems can be analyzed as a combination of

two hybrid atomic orbitals, one on the quantum atom, one

on the classical one, each pointing toward the other atom.

Starting from this remark, Gao and co-workers32,33 devel-

oped a method called generalized hybrid orbital (GHO) in

which four hybrid atomic orbitals are defined on the MM

(quantoclassical) frontier atom. One of the crucial points is

the parametrization of the boundary MM atom to allow an

integrated force field. This point has been revisited later by

introducing charges and dipoles along the classical bonds of

the boundary atom.34

2.3. TheNonempirical Local Self Consistent Field (LSCF).

The firstQM/MMmethodusing anab initioHamiltonianwas

based on the LSCF ansatz.35 Solving the LSCF problemmeans

optimizing a monodeterminantal wave function in the orbi-

tal approximation knowing that someorbitals are externally

imposed, and that these “external” orbitals should remain

constant during the optimization procedure, that is, frozen.

One has to note that the type of orbitals to be frozen is

completely free: they can be monatomic, diatomic, or poly-

atomic.36 It is also noteworthy that these frozen orbitals can

be occupied or empty.37,38 Of course, for QM/MM purposes,

they are doubly occupied SLBOs. The molecular orbitals of

the quantum subsystem have to be kept orthogonal to each

SLBO. This can be achieved by an orthogonalization of the

basis set to the SLBOs, but owing to the fact that some

functions of the set enter the SLBOs, linear dependencies

appear between the orthogonalized functions. This incon-

venience can be overcome by means of a canonical ortho-

gonalization39 which yields a set of orthogonal, linearly

independent basis functions which can be used to develop

the molecular orbitals of the quantum subsystem.

The only other modification one has to take care of is the

construction of the total density matrix to build the Fock (or

Kohn�Sham) matrix elements. The contribution arising

from the frozen orbitals has to be added to the usual density

matrix built over the variational orbitals.

This work has been improved by a careful determination

of the transformations of the SLBO when its orientation

changes, and of its derivatives to allow a full geometry

optimization.40 Nevertheless, it appears that, during this

optimization, the length of the frontier bond, that is, the

bond linking the quantum to the classical system, is
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systematically found too short and the shape of the poten-

tial energy surface (PES) around the minimum is different

from theoneobtainedbya full QMcalculation,whatever the

method used to localize the orbital. This defect is interpreted

as the underestimation of the interaction between nuclei,

since the nuclear charge (Z) of the quantoclassical atom, only

contributing for one electron to the SLBO, is replaced by a

charge þ1.

The treatment of the inner shell electrons by means of

frozen core orbitals41,42 gives an elegant solution to this

problem. It is possible to switch the nuclear charge to þ3

and add two 1s electrons in the QM system. The core

electrons are no longer frozen, and the description of the

frontier bond is still correct. This modified LSCF method is

called LSCFþ3 by contrast to the initial approach called

LSCFþ1. This scheme has been tested41 considering the

energy variations of the ethane molecule when the C�C

bond length is varied in a representation in which one CH3

group is quantum and one is classical. The LSCFþ3 scheme

reproduces well the position of the minimum as well as the

curvature obtained with the full quantum results, the error

on the minimum distance being of the order of 0.1 Å. This

scheme has been successfully applied to the CN peptide

bondwhere the C atom is at theMM frontier. It has also been

extended to the CN peptide bonds in which the quantoclas-

sical atom is the nitrogen atom.43 In this case, in addition to

the electron involved in the frontier bond and the 1s

electrons of the inner shell, one must consider two extra-

valence electrons in the orbital conjugated with the CdO π

orbital. One deals therefore with a LSCFþ5 method which

allows a symmetric description of the amino acid residues

without the arbitrariness of adjusting the classical point

charges to obtain an integer value. This procedure is parti-

cularly attractive, since it allows one to directly cut through a

peptide bond. It has to be noted that link atom approaches

which use hydrogen atoms to saturate the dangling bond

cannot reproduce this feature.

In Figure 1,we represent the variationof the energywhen

the distance of the peptide bond is varied in the case of a

simple diglycine system. The full QM results, obtained at DFT

level with the B3LYP functional and the 6-311Gbasis set, are

comparedwith the casewhere one of the peptides is treated

at MM level (CHARMM force field). In particular, we compare

the situation in which the carbon (LSCFþ3) or the nitrogen

(LSCFþ5) atom is represented as the quantoclassical atom,

respectively. Whatever cutting scheme used, the results are

in good agreement with the full QM case, both for the

position of the minimum and for the curvature.

The maximum deviation of the equilibrium distance from

the full QM results is less than 0.02 Å, the force constant being

also well reproduced. The previous results can all be consid-

ered comparable to the uncertainty introduced by using a

classical force field. The same trends are confirmedby theQM/

MM optimization of the polypeptide composed of three gly-

cine amino acids where only the central residue is treated at

theQM level. Note that in this case theQM/MMcarbon frontier

atom is treatedwith the LSCFþ3 and the nitrogen onewith the

LSCFþ5 scheme. The equilibrium distance values for both

peptide bonds are exactly the same as the ones obtained for

theprevious case, and thevaluesof thedihedral anglesaround

the amide bond are about 179� for both schemes. This implies

that the planar structure of the peptide bond, due to the partial

double bond character, is also correctly reproduced.

These results justify cutting the peptide bond to per-

form QM/MM geometry optimization and even a QM/MM

molecular dynamics study. The extension to other heteroa-

toms would probably require the consideration of more

electrons on the quantoclassical atom. We recall that

aþ11nuclear chargewas alreadyused for Si atoms together

with a pseudopotential to describe the 10 core electrons.44

The LSCF scheme rests on the use of strictly localized

molecular orbitals which are obtained by using a standard

localization procedure45 after removing the usual tails of ortho-

gonalization and delocalization, and renormalizing. The use of

different localizationmethods has been considered46 and com-

pared with the use of extremely localized molecular orbitals

(ELMOs).47,48 This study confirms the reliability of the method,

FIGURE 1. Variation of the relative energy of a capped diglycine
peptidewith theC�N interatomic distance for a full DFT (B3LYP/6-311G)
computation and for the QM/MM (CHARMM force field). X represents
the quantum and Y the quantoclassical frontier atom.
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since the different localization methods behave quite similarly,

even if the ELMOs give the best results.

There are still few possible improvements: As an applica-

tion of mixing bonding and antibonding bond orbitals,28 an

Optimized LSCF method in which each SLBO is allowed to

mix with its corresponding Strictly Localized Anti Bonding

Orbital has been developed successfully.49

2.4. Polarization Embedding. All the above methods

are developed with usual molecular mechanics softwares,

which do not include polarizability. Nowadays several force

fields add induced polarization effects to the usual electro-

static interactions,15,16 as does the X-Pol method,50 and

can be, if necessary, easily used in the previous QM/MM

schemes. Since most of the standard force fields are now

perfectly validated for modeling ground state properties,

there are only few attempts to take polarization embedding

into account. There is however a situation in which electro-

nic polarization is expected to play an important role: the

study of vertical electronic transitions in chromophores or

solutes.51�53 The induced electronic moments of the sur-

rounding are able to follow the fast changes of the solute's

properties, contrarily to electrostatic interactions due to the

charges or permanent moments on the atoms which can

be considered as frozen during the electronic transition

(Franck�Condon principle). A simple alternative to the use

of a polarizable force field consists in modeling the induced

polarization by a nonpolar, polarizable continuum charac-

terized by a dielectric constant extrapolated at infinite fre-

quency. The quantum subsystem is assumed to be placed in

a cavity surrounded by this continuum. The use of this

simple model is only justified if one wants to evaluate the

variations of the induction energywhen the geometry of the

system does not change. Vertical spectroscopic transitions

fulfill these conditions. It would, however, not be justified to

claim that one reaches the absolute value of the induction

energy, in particular, because this energy is already taken

into account, at least partly, by using a modern force field.

This methodology named “Electronic Response of the Sur-

roundings” (ERS)54 has been applied successfully to the

modeling of absorption spectra and circular dichroism of

biological macromolecules,55�58 showing that inclusion of

electronic polarizability has non-negligible effects on these

spectroscopic properties. It is also noteworthy that, for the

ground state, our QM/MM calculations within the EE or PE

schemes give quite similar results. Indeed, as shown by Very

et al.,57 if one considers theQMatomic charges, the variation

induced by ERS is only 0.1%,while the effect of changing the

classic force field induces a variation of about 5%.

2.5. Absorption Spectrum of Tryptophan in Solution

and Embedded in a Protein. To illustrate the influence of

electrostatic and polarization effects on the computation of

absorption spectra of chromophores embedded in macro-

molecular environments, we report the QM/MM computa-

tion of the UV/vis spectrum of tryptophan in aqueous

solution and in the human serum albumin (HSA) protein.

Tryptophan is known to have an intense absorption band

around 270nmand iswidely studied59,60 due to its emission

spectrum allowing its use as a fluorescence probe.

In the case of the chromophore in solution, we consid-

ered N-acetyl-tryptophan. The solute was embedded in a

water box of 30 Å side. A molecular dynamics trajectory of

2 ns was performed using periodic boundary conditions in

the constant temperature and pressure ensemble (NPT). The

system was modeled using the amber99 force field. Inde-

pendent snapshots were extracted, and UV/vis spectra were

computed by QM/MM. N-Acetyl-tryptophan was treated at

Time Dependent-DFT (TDDFT) using the PBE0 functional

and the 6-311þþG(d,p) basis set. Mechanical embedding

(ME), electrostatic (mainly electrostatic plus ground state

polarization) embedding (EE), and polarization embedd-

ing (using the ERS methodology) (PE) were considered. In

Figure 2, we report the spectrum arising from the convolu-

tion of the vertical transition energies for all the snapshots,

the convolution having been done with Gaussian functions

of fixed half-length-width of 0.2 eV.

The three embeddings give quite similar results, and are

all able to represent the absorption at 270 nm, as well as the

less intense one at 250 nm. PE has an important effect on

intensity that appears, in that case, higher. The relatively

small importance of electrostatic and polarization effects

is probably due to the average over different solvent con-

formation so that the individual different electrostatic

and polarization effects tend to cancel in the final average.

Our results confirm very well the experimental ones,59 both

for the position of the peaks and for the general shape of the

bands, hence validating the QM/MM procedure.

Much more striking effects can be seen on the absorp-

tion spectrum of HSA. Indeed, this quite important protein

(Figure 3) has only one tryptophan in its primary sequence.

The chromophore is part of an R-helix, and because of

the combination of secondary and tertiary structures it is

found in an internal region of the protein. Moreover, it has

four charged amino acids in its vicinity (Figure 3): two lysines,

one arginine, and one aspartic acid. Other more polarizable

amino acids such as phenylalanine and leucine are also

found in the vicinity of the chromophore.
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Due to the relative rigid natureof theprotein,weperformed

a QM/MM optimization starting from the NMR resolved struc-

ture. The QM region, composed of the lateral chain of trypto-

phan, has been treated at the DFT level with the 6-311þþG(d,

p) basis set and the PBE0 functional. The rest of the protein has

been treated at theMM levelwith the amber99 force field. The

frontierhasbeen representedbyaSLBOvia theLSCFapproach.

Once the geometry is optimized, the UV/vis spectrum is

obtained at TDDFT level as vertical transitions.

The spectrum, convoluted with Gaussian functions, is

reported for ME, EE, and PE models in Figure 4. Contrarily

to the previous case, here the intensity of the electrostatic

and polarization effects is certainly noteworthy.When using

the ME model, the spectrum bears a strong resemblance

with the spectrum in solution; when including the electro-

static effects, one experiences an impressive red-shift with

now two verywell-defined, and intense, maxima at 301 and

345 nm. The inclusion of ERS, and therefore of polarization

effects on the electronic transition, shifts again the maxima,

appearing at 297 and 333 nm. Electrostatic effects account

for a shift of almost 100 nm, and are probably due to the

charged amino acids close to the chromophore. Moreover,

R-helices are known to have a very strong dipolemoment61

that adds to the electrostatic effects due to the charges.

Polarization effects go in the opposite direction from elec-

trostatic ones and contribute to diminish the total red-shift.

This occurrence cannot be generalized, sincemany cases are

observed in which polarization effects actually go in the

same direction as electrostatic ones.

The previous results are difficult to compare to the ex-

perimental ones, since in the UV/vis spectrum of HSA the

effects of the tryptophan residue are masked by the presence

of 10 tyrosines that absorb in the same regionof the spectrum.

Moreover, quite often the available experimental spectra

either are of low resolution or are referred to the denaturated

protein.59 Anyway, our results seem qualitatively coherent

with the red-shift observed for instance by Goswani et al.;60

FIGURE 3. (a) Secondary and tertiary structure of HSA. (b) Zoom of the
chromophore region.

FIGURE2. ConvolutedQM/MMspectra ofN-acetyl-tryptophan inwater
solution.

FIGURE 4. Convoluted QM/MM spectrum of tryptophan embedded in
the HSA.
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the red-shift is also coherent to the fact that fluorescence spectra

are often observed upon excitation between 300 and 350 nm.

This study clearly confirms that all the three effects have to be

taken into account in order to have a reliable description of the

absorption spectra. ERS methodology appears as a cheap and

efficient way to take polarization into account in the QM/MM

calculation of vertical excitation energies.

3. Perspectives
The QM/MM methods have been developed mainly to

address the important problems of structure and reactivity

of biological macromolecular systems and condensed-

phase small-molecule systems. They also have interesting

applications to other important chemical or physical pro-

blems such as surface reactivity of solids62 or reactivity in

zeolites.44 Some other physical properties of macromolecules

can be addressed bymeans of this methodology. An example

is provided by electronic conductivity of peptide sequences.63

Finally, one canmentionaparticularity of the LSCF approach in

which the localized electronic states allow the study of core

ionization and core electronic excitation inmacromolecules.38

As a conclusion, one can anticipate that the QM/MMmethods

will remain the adequate methodology for many kinds of

applications concerning macromolecular systems.
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